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Abstract

The development of a turbulent high-velocity, high-temperature argon plasma jet issuing into air has been com-

putationally modeled using the computer program LAVA. LAVA is a comprehensive computational software program

developed for flowing thermal plasmas in the absence of electromagnetic fields, with particular emphasis on plasma jets.

The plasma is represented as a multicomponent chemically reacting ideal gas with temperature-dependent thermo-

dynamic and transport properties. The plasma flow is governed by the complete transient, compressible Navier–Stokes

equations in two-dimensions in the current simulation. Turbulence is represented by the k–e model. Neutrals, ions and

electrons are considered as separate components of species of the mixture. General kinetic and equilibrium chemistry

algorithms compute ionization, dissociation, recombination and other chemical reactions. Computational results and

extensive comparisons with experimental data are presented. In particular the influence of inflow boundary conditions

and the ability of the k–e turbulence model to describe entrainment with chemistry are examined.

� 2003 Elsevier Ltd. All rights reserved.
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1. Introduction

The quality and subsequent performance of a ther-

mal spray coating is directly determined by the distri-

butions of velocity, temperature, size, and melt fraction

of injected particulates when they impact the substrate.

These distributions are the direct result of interactions

with the high-velocity, high-temperature plasma jet. The

models governing particle motion and heating have been

well developed and include many of the special charac-

teristics governing the interactions between a particle

and a thermal plasma. These effects include very large

temperature gradients, non-continuum effects, strongly

varying plasma properties, thermophorsis, turbulent

dispersion, etc. A theoretical description of these effects
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has been developed and discussed extensively by Pfender

and Lee [1]. Their work on non-continuum effects [2,3]

and the influences of varying plasma properties [4] on

particle drag and heat transfer are widely used. Building

on this work, realistic models of mass transfer and

heterogeneous chemical reaction have also been incor-

porated [5–7]. Recently, the diffusion of reactants in-

troduced at the particle surface, and the tracking of

melting, vaporization, and resolidification interfaces

coupled with the calculation of the temperature distri-

bution within the particle, have been included [5,6].

The ability of these plasma–particle interaction

models, that are now reasonably complete and sophis-

ticated, to produce realistic computational results re-

quires that the plasma flow field be accurately simulated.

Because the process is most often performed in a labo-

ratory environment with the plasma jet issuing into the

surrounding air, this simulation must include the tur-

bulent mixing of two dissimilar gas streams. Along with
ed.
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Nomenclature

Aeq constant

Af constant

Beq constant

Ceq constant

Cl constant

D binary diffusivity (m2/s)

Deq constant

Eeq constant

Feq constant

k turbulent kinetic energy (m2/s2)

kf forward rate coefficient (cm3/gmmol s)

Keq equilibrium constant

L turbulence length scale (m)

MW molecular weight (kg/kgmol)

nT fitting parameter

nv fitting parameter

P pressure (Pa)

r radial coordinate (m)

R radial location (m)

Sn swirl number

T temperature (K)

v axial velocity (m/s)

y axial coordinate (m)

Z constant

Greek symbols

d0:1 jet width at v ¼ 0:1v0 (m)

e turbulence dissipation rate (m2/s3)

j adjustable parameter

g constant

H activation temperature (K)

Subscripts

f forward

i species

in torch inner face

0 centerline

out torch outer face

w wall
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the large density and velocity differences between the jet

and its surroundings, this interaction is strongly influ-

enced by dissociation and recombination chemistry. The

corresponding energy pools associated with the arc gas

ions and atomic oxygen and nitrogen formed by disso-

ciation of entrained air represent a significant source and

sink of energy. For example, consider the perfect mixing

of equal masses of argon and air (approximately 40

mol% argon and 60 mol% air) at 10,000 and 300 K,

respectively. At thermodynamic equilibrium the result-

ing mixture temperature is 4700 K. At this temperature

essentially all of the oxygen is dissociated and about

12.5% of the nitrogen is dissociated. If the oxygen and

nitrogen in the mixture did not dissociate the corre-

sponding mixture temperature would be approximately

7000 K. A similar mixture starting with argon at 12,000

K results in a mixture temperature of 6250 K corre-

sponding approximately to the measured [8] centerline

condition at 3.8 cm for the jet studied here. If equilib-

rium prevails, the oxygen is completely dissociated, the

nitrogen is 40% dissociated, and the argon that was

initially 20% ionized is completely recombined. The en-

ergy release associated with recombination of the argon

ions accounts for 60% of the energy that goes into dis-

sociation while sensible heat accounts for the other 40%.

The model developed in this study considers only the

plasma jet as it exists from the torch body, relying partly

on experimental data taken near the torch exit to es-

tablish inflow boundary conditions. Thus the model is

not fully predictive. A fully predictive simulation would

necessarily include the arc–gas interaction region within

the plasma torch body. Unfortunately a reliable calcu-
lation of the physics within the torch body is extremely

complex involving unsteady arc discharge dynamics in

three dimensions. There have been recent efforts to

simulate the arc–gas interaction inside the torch e.g., [9–

12], but they represent significant simplifications of real

behavior. Such models are generally steady-state (ig-

noring arc dynamics), involve unknown and thus as-

sumed boundary conditions (such as the current density

profile at the cathode) and typically utilize a fictitious

anode concept to approximate the arc attachment re-

gion. A lack of experimental data within the torch body

makes it difficult to assess or justify such simplifications

and assumptions. Since reliable experimental data for

the peak temperature and the velocity profile very near

the torch exit are available, there is less uncertainty

in the plasma jet simulation, which is the focus of this

investigation, when such data are used to guide the

specification of inlet boundary conditions.

The turbulence model used in this study is a simple k–
e type [13,14]. Limited comparisons with experimental

data [14,15] have shown this model capable of repro-

ducing the overall flowfield characteristics (temperature,

velocity, entrainment) with fair accuracy, providing

useful semi-quantitative results. Despite the fact that the

validity of the k–e model is not universal, it represents a

practical compromise between simplicity and much

more complicated models. In fact, most attempts at

modeling thermal plasma jets have employed a k–e for-
mulation or a variation of k–e [16–19]. Other ap-

proaches, including a two fluid model [20], a three

equation model [21], a four equation model [22], and an

eight equation Reynolds� stress transport model have
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also been tested [19]. No consensus has yet emerged as to

the preferred approach. Turbulence modeling remains a

controversial subject and simple one- and two-equation

models of the k–e type are not fully satisfactory, nor are

more complicated models, in general, even for simple

incompressible flows. Since the turbulence model deter-

mines the diffusion rates of heat, momentum and spe-

cies, it directly impacts the accuracy of the entire

calculation. The application of existing turbulence

models to thermal plasma flows must therefore be re-

garded as speculative. However, turbulent mixing is

important and cannot be neglected hence k–e has been

employed on a provisional basis in our thermal plasma

jet simulation, at least until better models become

available.

A goal of this study is to examine in some detail the

ability and adequacy of k–e type turbulence models to

describe plasma jet entrainment phenomena with

chemistry. It is well known that k–e type approaches are
better suited to cases in which the chemistry is slow

compared with the fluid mechanics [23] and have serious

deficiencies for flows with fast chemistry relative to

mixing. In the slow chemistry limit extensive turbulent

mixing and diffusional equilibration across the small

turbulence scales occurs prior to chemical reaction.

Unfortunately this is not the case occurring in the near

field of the plasma jet, where the time scale for tem-

perature equilibration exceeds the time scale for chemi-

cal reaction [8] by a factor of 10. In the jet far field, the

slow chemistry limit may be approached. Hence k–e type
models are expected to perform relatively poorly in the

high-speed turbulent shear region of the thermal plasma

jet. As we will show, an equally important issue in

producing useful engineering results is the choice of in-

flow boundary conditions and their influence on com-

putational results. In the following sections we will

describe the model and compare a variety of computa-

tional results with experimental data.
2. LAVA background

LAVA is a fluid dynamics software program for

simulating thermal plasmas containing entrained parti-

cles in the absence of electromagnetic fields. The com-

puter program has been under continuous development

at the Idaho National Engineering and Environmental

Laboratory for approximately the last decade. LAVA is

being developed primarily for plasma spray applica-

tions, with a particular emphasis on plasma jets. A fluid-

particle approach is employed, similar to that used

previously to model fuel sprays in internal combustion

engines [24–26].

In LAVA, the plasma is represented as a continuous,

multicomponent, chemically reacting ideal gas, governed

by the complete, transient, compressible Navier–Stokes
equations in two or three dimensions. Electrons, ions,

and neutral atoms are treated as separate chemical

species in the plasma mixture. Temperature-dependent

thermodynamic and transport properties are included

and will be described in detail below. Turbulence is

approximated by either subgrid-scale or k–e models.

Species diffusion is calculated by a self-consistent effec-

tive binary diffusion approximation [27], which has been

shown to give reasonable accuracy for multicomponent

diffusion thus providing a good compromise between

accuracy and computing effort [28]. The diffusion model

has also been generalized to allow for ambipolar diffu-

sion of charged species. Ionization, dissociation, re-

combination, and other chemical relations are simulated

using general kinetic and equilibrium chemistry algo-

rithms. The plasma is presumed to be optically thin,

thus radiative heat loss is modeled as a simple temper-

ature-dependent volumetric sink term. The governing

equations are solved using standard finite-difference

techniques, with both transient and steady-state simu-

lations possible. Detailed descriptions of the fluid dy-

namic and numerical solution aspects of LAVA have

been given previously [13,14].
3. Model description

The geometry used in this study is consistent with a

Miller SG-100 commercial torch discharging argon into

ambient air. Specifically, an argon flow rate of 35.4 slm

was used, while the torch was assumed to operate at 900

A and 15.4 V, with a thermal efficiency of 70%. The

plasma flow was assumed to be steady, axisymmetric

and described in two-dimensional cylindrical coordi-

nates. As mentioned above, turbulence was approxi-

mated using a simple k–emodel. The standard k–emodel

constants as given in [13,14] were employed. The effects

of swirl were examined computationally using a realistic

range of swirl numbers [14] ðSn 6 0:055Þ and found to

have little influence on this relatively low-velocity, low-

swirl problem. Consequently swirl is not included in the

computational results presented here. Gravity effects

were also neglected. The plasma was assumed to be in

thermal equilibrium (i.e., equal electron and heavy

particle temperatures) since departures from thermal

equilibrium in plasma jets in the absence of external

electric or magnetic fields are generally negligible [29].

Chemical equilibrium is not assumed, and the chemistry

reaction set is described below. Steady flow conditions

were established after running a transient calculation for

3 ms.

3.1. Species and chemical reactions

In addition to the ionization–recombination of

the argon arc gas, the important chemical reactions



Table 1

Chemical reactions and associated rate and equilibrium data

Reaction Rate coefficient (kf )a Equilibrium constant (Keq)

Af Z H (K) Aeq Beq Ceq Deq Eeq Feq

Ar+ e� $Arþ + e� + e� 5.7· 108 1.5 135,300 1.5 )183.0 )6.49 0.0 0.0 0.0

N+ e� $Nþ + e� + e� 2.5· 1033 )3.82 168,200 1.25 )169.0 )7.14 0.0 0.0 0.0

O+ e� $Oþ + e� + e� 3.9· 1033 )3.78 158,000 1.75 )158.0 )9.60 0.0 0.0 0.0

N+N$Nþ
2 + e� 2.0· 1013 0.0 67,500 1.55 )62.4 )13.0 0.475 )0.27 2.88

N2 +M$ 2N+M 7.0· 1021 )1.6 113,200 0.795 )113.0 3.17 )0.444 0.027 0.0

O2 +M$ 2O+M 2.0· 1021 )1.5 59,500 0.431 )59.7 3.50 )0.340 0.015 0.0

N2 +Nþ $Nþ
2 +N 9.9· 1012 )0.18 12,100 1.10 )6.96 )2.66 0.031 )2.88 0.0

aUnits are cm3, gmmol, K.
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associated with the entrained air are also included. The

species included in the present simulation are: Ar, Arþ,

N2, N
þ
2 , N, Nþ, O2, O, Oþ, and e�. The interaction of

these species is governed by means of separate kinetic

chemical reactions, including ionization, dissociation,

charge exchange, and dissociative recombination. The spe-

cific reaction set assumed appears in Table 1. Obviously,

this set does not include all possible reactions in the

plasma, but has been reduced for computational effi-

ciency. With the exception of certain NO reactions, this

reduced set corresponds to that recommended by Park

et al. [30] who performed computational sensitivity

studies to identify those reactions which exert a signifi-

cant influence on main plasma parameters in a flowing

jet. The formation of NOx is neglected in this study due

to the small amount observed experimentally in thermal

plasma jets [31] and the small amount of energy the re-

action consumes. Atomic and molecular excited states

and associated radiative processes are also neglected for

simplicity.

The temperature-dependent forward rate coefficient

for each of the N and O reactions is expressed in an

Arrhenius form:

kfðT Þ ¼ AfT Z exp

�
�H

T

�
ð1Þ

where Af and Z are constants, T is the temperature, and

H is the activation temperature. Constants were ob-

tained from [30] and are included in Table 1. For the

argon ionization reaction a form similar to that pro-

posed by Hoffert and Lien [32] was employed:

kfðT Þ ¼ AfT Z H
T

�
þ 2

�
exp

�
�H

T

�
ð2Þ

Data for this equation, also shown in Table 1, where

obtained from an experimental study by Owano and

Kruger [33] and are very similar to those proposed

earlier by Hoffert [34].

Equilibrium constants are represented by the fol-

lowing form:
KeqðT Þ ¼ exp Aeq lnðTAÞ
�

þ Beq

TA
þ Ceq þ DeqTA

þ EeqT 2
A þ Feq

T 2
A

�
ð3Þ

where TA ¼ T=1000. Coefficients for the ionization re-

actions were obtained from the Saha equation [35], with

the partition functions approximated by temperature-

independent effective ground-level degeneracy factors

[35]. For the molecular dissociation reactions, these data

were obtained using the functional fits of Olikara and

Borman [36] and, for the remaining reactions from Park

[37]. Table 1 provides the constants used for all reac-

tions. In the molecular oxygen and nitrogen dissociation

reactions, the third body is represented by M, which

includes all species. Third body efficiencies were ob-

tained from [30]: for nitrogen dissociation, the efficiency

for electrons is 1714.3, for N, Nþ, O, and Oþ is 4.286,

and for all other species is one; for oxygen dissociation,

the efficiency for electrons is 45.2, for N, Nþ, O, and Oþ

is 5.0, and for all other species is one.

3.2. Geometry and computational mesh

The axisymmetric geometry and a representative

computational mesh utilized in the simulations are

shown in Fig. 1. The model considers only the plasma jet

exiting the torch, thus the flow inlet plane of the model

corresponds to the face of the torch body. The extent of

the computational domain was 4 cm in the radial di-

rection and 10 cm in the axial direction. The torch

nozzle radius was 4 mm. Three different mesh densities

(49· 56, 75· 86, and 99· 110, where the first value

corresponds to the radial direction) were employed to

establish numerical resolution of the model. For clarity,

the coarser mesh (49 · 56) is shown in Fig. 1. Each mesh

was refined near the torch inlet and entrainment regions

to better capture the large gradients in these areas.

Comparisons were made between the three mesh

densities for a variety of results (temperatures, velocities,

species densities, etc.). Differences between the 49· 56
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Fig. 1. The geometry, computational mesh, and boundary

conditions utilized in the simulations.
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and 75 · 86 meshes were significant, typically on the

order of 15%, indicating inadequate resolution with the

coarser mesh. Alternatively, differences were typically

less than 5% between the two finer meshes, indicating

either mesh is probably adequate. Based on these com-

parisons, all results presented in this study were obtained

for the finest mesh (99 · 110).

3.3. Thermodynamic and transport properties

The plasma thermodynamic pressure was related to

temperature using an ideal gas law with temperature-

dependent specific heats. For temperatures below 6000

K, species enthalpies were related to temperature using

tabulated data [38]; above this temperature partition

functions [39] were employed.

The effective binary diffusivities for the various spe-

cies were calculated using the simple approximate for-

mula [14]:

Di ¼ g
1

MWi

�
þ 1

MW

�1=2 T 3=2

P
ð4Þ

where MWi is the molecular weight of species i, MW is

the local mean molecular weight of the plasma exclusive

of species i, P is the pressure, and g is a constant. In this
study, g was set to 0.002 kg3=2 m s�3 K�3=2 kgmol�1=2,

which is a compromise value based on the binary and

self diffusion coefficients for N2, O2, and Ar at 3500 K.

Based on the local argon mole fraction, the laminar

viscosity and thermal conductivity of the mixture were

obtained by interpolation between tabulated data for

pure argon and air plasmas as functions of temperature

[14]. This somewhat arbitrary approach is of course only

approximate. The resulting mixture transport coefficients

are probably reasonable, but are unlikely to be highly

accurate. Since the calculations are turbulent, however,

these laminar coefficients are small compared to the

corresponding turbulent ones, so the calculation as a

whole should be relatively insensitive to their precise

values.

3.4. Initial and boundary conditions

The computational domain is initially filled with

quiescent air at ambient temperature. Three different

boundary condition types are employed in the model,

namely torch face, open, and inflow. These are identified

in Fig. 1, and described below.

The torch face was treated as a solid boundary. Wall

temperatures were assumed to vary between 700 K at the

nozzle boundary to 300 K at the torch face outer radius

according to the following relation:

T ¼ 700� 400
ln r=Rinð Þ

ln Rin=Routð Þ ð5Þ

where r is the radial coordinate and Rin and Rout are the

torch face inner and outer radii, respectively. This

equation simply describes the steady-state radial tem-

perature distribution for an annulus.

For the open boundaries, ambient pressure was as-

sumed. Since the flow at these boundaries can be either

outward or inward (entrainment), it was calculated ra-

ther than imposed. For outward flow, all other variables

(including k and e) were assigned a zero-gradient con-

dition. For inward flow, the inflowing gas was assumed

to be ambient temperature air (k ¼ e ¼ 0) and enter the

domain with a zero-gradient velocity in a direction

normal to the boundary.

Because only the jet outside the torch nozzle was

considered in the model, radial profiles of temperature,

velocity, species densities and turbulence parameters (k
and e) at the torch exit (or inlet to the flow model) are

required as inflow boundary conditions. These profiles

are constrained by the assumption of ionizational equi-

librium and the known arc gas flow rates and torch

power, but are otherwise unknown. The approach used

for LAVA simulations is to assume forms for these

profiles, subject to the above constraints and available

experimental data. The temperature and axial velocity

profiles at the torch exit plane (y ¼ 0) are assumed to

have the forms:



Fig. 3. Inflow turbulent kinetic energy profiles examined in this

work.
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T ¼ ðT0 � TwÞ 1½ � r=Rinð ÞnT � þ Tw ð6Þ

v ¼ v0 1½ � r=Rinð Þnv � ð7Þ

where Tw is the torch wall temperature. The centerline

values T0 and v0 and fitting parameters nT and nv were

selected to match the known arc gas flow rates and torch

power as closely as possible, by integrating the resulting

mass and energy over the nozzle exit area. Experimental

measurements [8] were used to guide this selection.

Measurements along a radial profile 2 mm downstream

from the torch face were well fit by inflow boundary

profiles using T0 and nT of 12,913 K and 2.3, respec-

tively, and v0 and nv of 1092 m/s and 1.4, respectively,

Fig. 2. Note that these parameters are specific to the

torch and operating conditions considered, and should

not be expected to be accurate for other torches or other

operating conditions. Because of the rapid mixing of the

jet with the surrounding atmosphere, the calculation in

the jet far field is not overly sensitive to centerline values

of v0 and T0. The results are, however, somewhat more

sensitive to the profile shape, which is determined by nv
and nT . With the inlet temperature profile established,

inlet species density profiles were obtained by assuming

ionization equilibrium and charge neutrality at ambient

pressure. The radial velocity along the jet inflow

boundary was assumed to be zero.

Information regarding inflow profiles of turbulence

variables in plasma torches is generally not available.

The inflow turbulent kinetic energy profile was simply

assumed to have the form [15]:

kðrÞ ¼ jv20
ov
or

����
�

ov
or

� �
max

���� ð8Þ

where ðov=orÞmax is the largest axial velocity gradient

with respect to the radial direction at the torch exit

and j is an adjustable parameter. With kðrÞ established,
the inflow profile for e, the turbulence dissipation rate,

was then obtained using [40]: e ¼ k3=2=L with L ¼
0:075d0:1=c3=4l where cl ¼ 0:09 and d0:1 is the jet width
Fig. 2. Comparisons between measured and calculated velocity

and temperature profiles at 2 mm downstream of the torch face.
defined by the location at which v ¼ 0:1v0. For the as-

sumed velocity profile this form provides a turbulent

kinetic energy profile that has a maximum value at the

outer radius of the jet, but decreases to relatively small

values near the jet axis, where the flow is expected to be

nearly laminar [41,42]. This type of profile, Fig. 3, is

consistent with experimental observation in both tur-

bulent pipe flow and turbulent boundary layers [43] in

that the maximum intensity of turbulence (and shear

stress) is near the wall and falls off towards the center-

line. In the central region viscous forces tend to reduce

the turbulence intensity. In high temperature viscous

plasma jets this is particularly true. The actual shape of

the assumed profile only approximates experimental

observation [43]. Since experimental data were not

available to aid in the selection of j, a variety of values

(j ¼ 0:0003, 0.00015, 0.000075) were used to test sensi-

tivity to this parameter. Some sensitivity was demon-

strated and a value of j ¼ 0:00015 was selected because

it was judged to give the best overall fit to the experi-

mentally measured [8] velocity and temperature radial

profiles at 2 mm (Fig. 2) and to the centerline decay of

velocity, temperature, and entrained air fraction, Figs.

4–6. The fact that k has an effect on simulation results,

and experimental data is lacking to aid in its selection, is

an important issue with regards to the predictive capa-

bility of the model.

The effect that other functional forms for kðrÞ have

on the results was also briefly examined. A uniform tur-

bulence intensity profile and a form that is parabolic in

vðrÞ were tried, since recent simulations have been re-

ported using these profiles [16,18,19]. In both cases, the

magnitudes were chosen to give the same average tur-

bulent kinetic energy (kðrÞ integrated over the flow area)

as the derivative based profile using j ¼ 0:00015. The
three profiles considered are illustrated in Fig. 3 and

centerline results are included in Figs. 4–6. As expected,
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the uniform profile produces behavior nearly identical to

the derivative profile, primarily because it has very

similar turbulent kinetic energy near the periphery of the

jet. However, even the parabolic profile, having a shape

completely different than the other profiles considered,

did not result in large differences in centerline results.

Note that a comparison to the experimental data, par-

ticularly for the velocity and air entrainment, tends to

support the uniform or derivative profile over the para-

bolic form. However, one must be careful about reading
too much into this comparison since other factors, such

as dissociation rates and jet fluctuations, which were not

parametrically studied, could also have a significant ef-

fect on the centerline results.
4. Comparisons to experiment

The comparisons to centerline decay of velocity,

temperature and the entrainment of air have been
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presented in Figs. 4–6 using the derivative based tur-

bulent kinetic energy inlet profile with j ¼ 0:00015. This
result is represented by the solid line in each figure, and

was chosen as the best compromise fit to the experi-

mental data.

Figs. 7 and 8 contain comparisons between centerline

measurements [8] and calculated results for the oxygen

chemistry. The molecular (O2) and total (O+2O2) oxy-

gen atom number densities are provided in Fig. 7. While

the logarithmic ordinate, used because of the three order
Fig. 7. Comparison between computational results and the meas
of magnitude range, makes the comparisons appear

better than they actually are, the comparisons are still

reasonable. For the atomic oxygen along the centerline,

shown in Fig. 8, LAVA calculates a peak concentration

that matches both the location and magnitude of the

experimental data. The fact that the magnitude is re-

produced so well is somewhat surprising, and is proba-

bly somewhat coincidental; it does suggest, however,

that mixing and thermal equilibration of the small tur-

bulence scales is reasonably complete on the centerline,
ured centerline molecular and total oxygen concentrations.



Fig. 8. Comparison between computational results and measured centerline atomic oxygen chemistry.

Fig. 9. Computational results for nitrogen chemistry compared to the measured total nitrogen.

R.L. Williamson et al. / International Journal of Heat and Mass Transfer 46 (2003) 4215–4228 4223
even in the jet near field. The computed atomic oxygen

ion (Oþ) concentration, also shown in Fig. 8, never

reaches significant levels for this flow field. Fig. 9 shows

the calculated nitrogen species (N, Nþ, N2) and the

computed total N (N+2N2) for comparison to the es-

timated total nitrogen from the enthalpy probe mea-

surement [8], again along the jet centerline. The species

Nþ and Nþ
2 (Nþ

2 is not shown in Fig. 9 because of its

small magnitude) never achieve significant populations.

The total amount of Ar (Ar+Arþ) appears in Fig. 10

and is compared to enthalpy probe data [8]. Also shown
in Fig. 10 is the calculated decay of the argon ion con-

centration and the equilibrium concentration corre-

sponding to the calculated temperature. As the jet cools,

the kinetics of recombination results in a relative over-

population of argon ions.

Figs. 11–13 compare radial profiles of velocity, tem-

perature, and entrained air fraction to enthalpy probe

data, at various axial locations in the jet. In general the

comparisons are acceptable, reproducing the general

features of the flow field. Note that near the torch body

the predicted velocity profile spreads more rapidly than



Fig. 10. Computational results for argon ionization–recombination compared to the measured total argon.

Fig. 11. Radial profile comparison of calculated results and enthalpy probe measurements of velocity. Distances in the legend are axial

locations measured from the face of the torch.
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the temperature profile with this trend reversing further

downstream in the jet. This behavior is governed by the

specific heat, which is rather non-linear due to strong

temperature and composition dependencies. The relative

spreading at a particular axial location (30 mm) is shown

in Fig. 14, which compares the computed and measured

temperature, velocity, and argon fraction (mass) radial

profiles after normalization to the peak centerline value.

LAVA predicts that the argon concentration should
coincide closely with the temperature profile while the

data suggests that argon fraction more closely coincides

with the velocity profile even spreading at a slightly

smaller rate than velocity in the jet periphery.

Radial profiles of the estimated molecular oxygen

concentration obtained from the enthalpy probe and 2-

photon LIF data [8] are compared to calculated results

in Fig. 15. Again, the general features are represented,

however, the logarithm ordinate, used because of the



Fig. 12. Radial profile comparison of calculated results and enthalpy probe measurements of temperature. Distances in the legend are

axial locations measured from the face of the torch.

Fig. 13. Radial profile comparison of calculated results and enthalpy probe measurements of entrained air fraction. Distances in the

legend are axial locations measured from the face of the torch.
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large magnitude range, tends to compress differences. A

more telling plot is the comparison between the mea-

sured and calculated atomic oxygen concentrations in

Fig. 16. This data is presented on a linear scale. The

model clearly over predicts the production of atomic

oxygen in the shear layer as well as the diffusion of

atomic oxygen into the periphery of the jet. Both are

probably due to the incompleteness of mixing at the

molecular scale. This result graphically illustrates the
limitations of the k–e model in predicting chemistry with

mixing.
5. Conclusions

The k–e representation of turbulent mixing used in

the LAVA computational model is capable of repro-

ducing, with fair accuracy, the general features of the



Fig. 14. Comparison of the calculated and measured radial spreading of the velocity, temperature and argon fraction, at an axial

location of 30 mm.

Fig. 15. Comparisons of calculated and measured (enthalpy probe) radial profiles of molecular oxygen concentration. Distances in the

legend are axial locations measured from the face of the torch.
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interaction of a plasma jet with its surrounding envi-

ronment. The predictive capability is limited by the fact

that inflow profiles must be specified. The results are

dependent on both the magnitude and shape of the mean

temperature and velocity profiles and on the shape and

magnitude of the assumed turbulent kinetic energy

profile. The results suggest that turbulent kinetic energy

profiles that are characteristic of wall generated turbu-

lence, i.e. do not approach zero until very near the wall,
seem to produce better agreement with experiment.

There is evidence to suggest that many thermal plasma

jets have viscous, more or less laminar cores [40,41], and

it is known that higher arc powers, resulting in higher

velocities and higher temperature and viscosity, can re-

sult in relaminarization of an initially turbulent plasma

jet [41].

The major limitation of the k–e turbulence model is

in the shear layer where mixing and chemistry are pre-



Fig. 16. Comparisons of calculated and measured (2 photon LIF) radial profiles of atomic oxygen concentration. Distances in the

legend are axial locations measured from the face of the torch.
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sent. While the k-model cannot accurately represent

mixing with fast chemistry it can still provide useful

prediction of plasma jet behavior, reproducing the major

flow field characteristics. For the case of a plasma jet

interacting with surround air, the dissociation chemistry

is represented well enough to obtain reasonable agree-

ment even though some details are distorted. For many

applications, such as modeling particle heating and ac-

celeration, this may be sufficient accuracy. For other

applications, such as synthesis, or situations where

radical species play a dominant role in homogeneous or

heterogeneous chemical reaction, this may be an im-

portant limitation.
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